Validation of accelerometer for measuring physical activity in free-living individuals
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abstract

Background: The aim of this research was to validate a triaxial GT3X accelerometer against doubly labelled water for measuring total energy expenditure (TEE) in a study of free-living Dutch adults and to compare the two prediction equations used to calculate accelerometer-derived activity related energy expenditure.

Material/Methods: We used a measurement error model to estimate bias in the mean TEE, a correlation coefficient between measured and true TEE (a validity coefficient, which quantifies loss of statistical power to detect association) and the attenuation factor (which quantifies bias in the association), with and without conditioning on age, sex and BMI. We proposed a calibration method for the accelerometer-based TEE.

Results: The accelerometer underestimated TEE by about 500 kcal/day. The validity coefficient estimate conditional on age, sex and BMI was 0.8; the same value was observed for the attenuation factor estimate. With the devised calibration method, the bias in accelerometer-derived mean TEE reduced to 6 kcal/day, validity coefficient estimate increased to 0.95 and attenuation factor to 0.94.

Conclusions: The GT3X accelerometer would underestimate mean TEE, lead to minimal loss in statistical power to detect significant association, and would result in biased estimate of the association between TEE and a health outcome.
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INTRODUCTION

Regular physical activity (PA) is associated with good health and greater degree of independence [1, 2]. Low levels of PA, however, are shown to be associated with diseases such as cardiovascular disease, type 2 diabetes, depression, osteoporosis, obesity and colon/breast cancer [1]. Sedentary lifestyle is a major concern to public health and is a health risk factor [3]. Physical activity involves body movement produced by skeletal muscles resulting in energy expenditure above resting levels [4, 5] and is a complex construct that involves sports and non-sports activities. The health benefits associated with regular PA are assessed by considering an individual’s long-term average physical activity level over a long period of time (hereafter, usual activity) [6]. To correctly measure PA, it is important to monitor PA patterns (duration, frequency and intensity) and activity related energy expenditure. Ideally, usual activity would be measured without error in free-living individuals. In practice, however, it is difficult to measure PA without error under free-living conditions. Thus, usual activity measurements are subject to error, because some aspects of physical activity may not be captured.

Physical activity contributes to total energy expenditure (TEE). The doubly labelled water (DLW) technique is regarded as the gold standard for measuring TEE in a free-living context [10, 4, 1]. Total energy expenditure is composed of energy expended at rest, often referred to as basal energy expenditure (BEE), energy expended above the resting level due to PA, referred to as activity energy expenditure (AEE), and the thermic effect of food (TEF). The DLW technique requires the use of stable water isotopes and use of sophisticated laboratory equipment for estimating isotope enrichments over time in biological samples. The cost of dosing, sampling and laboratory analysis limit the use of the DLW technique in large epidemiological studies [4]. Consequently, use of affordable methods for assessing PA is becoming popular. A commonly used technique to assess PA objectively is accelerometry [4, 5]. An accelerometer is an electric motion sensor that monitors body acceleration due to PA [5]. It is, however, widely recognized that accelerometers underestimate some aspects of physical activities, such as swimming, cycling, sedentary activities and static exercise in free-living individuals [11, 4, 1, 12, 13]. Validation studies on PA, therefore, use the DLW technique to validate instruments for assessing usual activity in free-living individuals [1, 4]. The DuPLO Dutch study is one such validation study, where PA was assessed with a triaxial GT3X accelerometer (Actigraph, Pensacola, Florida) to monitor body acceleration in three axes [14], where DLW was used as a gold standard for measuring TEE. We used the DuPLO study to validate the measurement of TEE with the triaxial GT3X accelerometer.

The three main effects of the measurement error in TEE are: (i) bias in the mean level of TEE, (ii) loss of statistical power to detect a significant association between TEE and a health outcome, such as obesity [7], and (iii) bias in the association between TEE and a health outcome. The mean bias can be quantified with the mean discrepancy between the true and the measured activity level in the study population, and the loss of statistical power with the correlation coefficient between the measured and the true usual activity level (hereafter, validity coefficient); the bias in the association
can be quantified with the attenuation factor [8, 9]. A valid instrument will measure usual activity with a minimal bias, and a validity coefficient and attenuation factor close to one.

Currently, there is inadequate in-depth research on validation of the recently developed GT3X accelerometer for measuring TEE in free-living individuals. Moreover, current studies on other models of triaxial accelerometers stop at computing (i) the difference in the mean of accelerometer-derived measurements and DLW-derived measurements and (ii) the correlation coefficient between measurements from an accelerometer and DLW. Even worse, the error-prone accelerometers are often used to validate other instruments, such as physical activity questionnaires, which lead to erroneous validity measures and overestimation of validity of these instruments. For adequate validity assessment, however, a researcher needs to determine the magnitude of the validity coefficient associated with the use of the accelerometer to quantify loss of statistical power, and the attenuation factor to quantify the bias in the parameter estimate that quantifies the association [9, 8].

We assessed the validity of the accelerometer used in the DuPLO validation study as follows. First, we applied a plausible measurement error model to quantify the measurement error associated with the use of the accelerometer. Second, we estimated the bias in the mean level of TEE, the validity coefficient and the attenuation factor for the accelerometer-derived TEE. Third, we estimated these quantities conditional on subject characteristics, as this is the type of validity measurement that is relevant in epidemiological studies. Fourth, we proposed a calibration method for the accelerometer and estimated BEE to reduce loss of statistical power, attenuation and bias in the mean level of TEE caused by measurement error. Lastly, we assessed the performance of two prediction equations commonly used to calculate AEE from the accelerometer data.

**MATERIAL AND METHODS**

**DuPLO STUDY**

The DuPLO study participants consisted of a sub-sample from the NQplus study – a longitudinal study on diet and health (https://www.wageningenur.nl/en/project/nqplus.htm). The DuPLO study participants were recruited via email invitation, and were all Dutch, aged 20-70 years and living in Wageningen, Ede, Renkum and Arnhem [14]. The study was approved by the medical ethics committee of Wageningen University and Research. The purpose of the study was explained to the participants and written informed consent was obtained from each participant. Among the eligible participants, 200 agreed to participate in the DuPLO study (92 men, 108 women), out of which 154 agreed to participate in the accelerometer study and wore the accelerometer on the hip for 7 consecutive days. Out of the 200 DuPLO study participants, 70 agreed to participate in the DLW study, but due to physiologically implausible body water changes between repeated DLW measurements while the body weight remained stable, one participant was excluded from analysis. Thus, out of 69 participants, energy expenditure was measured by DLW (over 11 consecutive days) and 29 of these participants completed a second DLW measurement to estimate the within-individual variability. The participants joining the DLW study also wore the accelerometer, either during or after the DLW period (see Fig. 1). Data were collected from 2011 to 2013.
Doubly labelled water was used to measure TEE using a two-point protocol [15]. Participants were not eligible to join the DLW study if they were planning to travel abroad, were on an energy-restricted diet, used diuretics, lactated, were pregnant or planning to be pregnant during the study period, and if they were suffering from congestive heart failure, kidney failure or malabsorption. A day before the DLW dose, participants were instructed to follow a normal dietary pattern, refrain from alcohol, heavy exercise and exposure to high temperatures, and to stay in a fasting state the evening prior to DLW dosing. During the first visit, weight and height were measured and baseline urine and saliva samples were collected followed by ingestion of a dose of DLW. Participants received a mixture of 1.8 g 10% enriched H\textsubscript{2}\textsuperscript{18}O (Centre for Molecular Research Ltd, Moscow, Russia) and 0.12 g 99.8% enriched 2\textsuperscript{H}\textsubscript{2}\textsuperscript{O} (Cambridge Isotope Laboratories, Inc, Andover, MA, USA) per kg body water. Body weights of male and female were assumed to contain 55% and 50% body water, respectively [16]. Additional urine and saliva samples were collected three and four hours post dose. Participants revisited the study center eleven days after dosing. At the second visit, body weight was re-measured, and two samples of urine and saliva were collected with one-hour interval between samples. To quantify within-individual variability in DLW measurements, second replicate measurements of DLW were taken from 30 participants (mean time between two measurements ~ 5 months). The samples were analyzed at the Centre for Isotope Research, Groningen, the Netherlands [17]. The rate of carbon dioxide production (rCO\textsubscript{2}) was calculated as: rCO\textsubscript{2} (L/day) = (TBW /2.078)(1.01 kO - 1.04 kD) – 0.0246rGf, where TBW is total body water, kO and kD are isotope elimination rates of oxygen and deuterium, respectively, and rGf = 1.05TBW(kO - kD) [18]. Total energy expenditure from the DLW was calculated using the modified Weir equation: TEEdlw (kcal/day) = rCO\textsubscript{2} (L/day) x (1.1 + 3.90/RQ), where RQ was assumed to be 0.85 [19].
ASSESSMENT OF TOTAL ENERGY EXPENDITURE WITH AN ACCELEROMETER

A total of 154 individuals agreed to participate in the accelerometer study. For the DLW participants and the participants who solely joined the accelerometer study, a triaxial GT3X accelerometer was used to monitor PA. Participants received written instructions to wear the accelerometer on the hip for a minimum of 7 consecutive days. Accelerometers were not worn during sleeping and water activities. On wear time days, participants kept a dairy about their daily activities and monitored non-wear time due to sleeping and water activities. Accelerometer raw data were analysed using ActiLife software version 6.6. Wear time was validated, where a non-wear period was defined as a minimum length of inactivity of 60 minutes. Daily AEE accel was calculated from raw accelerometer activity data using two algorithms for AEE: (i) Freedson VM3 combination (2011) that uses activity data from all the three axes (hereafter, Freedson 2011) [20], and (ii) Freedson combination (1998) that uses activity data from one axis only (hereafter, Freedson 1998) [21]. The Freedson VM3 combination (2011) algorithm combines the Freedson VM3 (11) algorithm [22] with the work-energy algorithm to calculate AEE. The Freedson combination (1998) algorithm uses Work-Energy Theorem to calculate the caloric expenditure below 1951 counts and an algorithm developed by Freedson in 1997 to calculate the energy expenditure above 1952 counts [20]. The total energy expenditure from the accelerometer was estimated as \( TEE_{\text{accel}} = (\text{BEE} + \text{AEE}_{\text{accel}})/0.9 \) [23], where BEE was calculated from the participant’s age, sex, height and weight using Henry’s equation [24] and is hereafter referred to as BEE\(_h\); the factor 0.9 follows from assuming a thermic effect of food as 10% of TEE [23, 4]. In the analysis, we excluded activity data for one participant who had implausible values.

MEASUREMENT ERROR MODEL FOR TOTAL ENERGY EXPENDITURE

We denote TEE measurements from the DLW for individual \( i \) on day \( j \) by \( R_{ij} \), the corresponding accelerometer activity measurement by \( A_{ij} \) and a latent true usual activity for individual \( i \) by \( T_i \). We relate \( A_{ij} \) and \( R_{ij} \) with \( T_i \) using a commonly used bivariate linear measurement error model [25] as

\[
\begin{align*}
A_{ij} &= \beta_0 + \beta_A T_i + r_{A_i} + \epsilon_{A_{ij}} \\
R_{ij} &= T_i + \epsilon_{R_{ij}}
\end{align*}
\]

where \( \epsilon_{A_{ij}} \sim N(0, \sigma_{A_{ij}}^2) \), \( r_{A_i} \sim N(0, \sigma_{r_{A_i}}^2) \), \( \epsilon_{R_{ij}} \sim N(0, \sigma_{\epsilon_{R_{ij}}}^2) \). The intercept term \( \beta_0 \) reflects constant bias in the accelerometer that is independent of \( T_i \) and other terms in the model and is referred to as constant bias term; the slope \( \beta_A \) represents average population bias that is related with \( T_i \), and is referred to as proportional scaling bias term; \( \beta_0 \) and \( \beta_A \) are jointly referred to as systematic bias terms [26]; \( r_{A_i} \) denotes random deviation of an individual’s average bias relative to the average bias in the population and is referred to as person-specific bias [8, 27]; \( \epsilon_{A_{ij}} \) denotes within-individual random deviation from an individual’s average bias; \( \epsilon_{R_{ij}} \) represents within-individual random deviation of DLW measurements from true level of usual activity. We further assumed independence between random terms, between each random error component and true usual activity, and between replicate measurements from the same instrument. True usual activity is distributed as \( T_i \sim N(\mu_T, \sigma_T^2) \); \( A_{ij} \) is distributed as \( A_{ij} \sim N(\beta_0 + \beta_A \mu_T, \beta_A^2 \sigma_T^2 + \sigma_{\epsilon_{A_{ij}}}^2 + \sigma_{r_{A_i}}^2) \) with
a mean that is biased for true mean $\mu_T$. In contrast, for $R_{ij}$, we assumed no proportional scaling bias and no person-specific bias. Thus, measurement error in $R_{ij}$ is purely due to within-individual random variation. In epidemiological studies, analyses on relations with PA are usually adjusted for confounding effects of individual characteristics, here, age, sex and the body mass index. In such analysis, the relevant validity measures are those depending on these characteristics. To calculate such conditional validity measures, we reparametrize the distribution of $T_i$ as

$$T_i \sim N(\alpha_0 + \alpha_Z^T Z, \sigma_T^2)$$  \hspace{1cm} (2)

where $\alpha_0 + \alpha_Z^T Z = \mu_T$, $Z$ is a vector of covariates consisting of individual characteristic variables with a vector of fixed effect parameters $\alpha_Z^T$. Noteworthy, a more general measurement error model presented in (1) would include covariate effects in the $A_{ij}$ component. We, however, did not include these covariates due to the complexity of the model and a difficulty with the model convergence given the relatively small sample size of the DuPLO study.

**Quantification of the Measurement Error in the Accelerometer**

The measurement error in accelerometer-derived TEE can be quantified in terms of the discrepancy between true mean TEE, as defined by the DLW (gold standard) method, and mean TEE as estimated from the accelerometer, i.e., with the bias. We explored the bias in mean TEE measurements based on the accelerometer as follows. First, for each subject with two replicate measurements from the accelerometer and the DLW, we plotted the mean TEE estimate from the accelerometer versus the mean TEE estimate from the DLW (hereafter, mean plot). Second, for each subject, we plotted the difference between mean TEE estimates from both instruments (as a measure of bias) versus the mean estimate from the DLW (as true TEE) in a Bland-Altman plot [28–30]. In the Bland-Altman plot, we computed 95% limits of agreement between the accelerometer-based and DLW measurements. The 95% limits of agreement, defined as mean difference ±1.96 standard deviation of the difference, quantify the level of agreement between TEE as measured with both instruments. We further explored the structure of the measurement error in each instrument using Bland-Altman plots as explained further in the text. Noteworthy, to quantify the overall bias in the accelerometer-derived TEE, the constant bias and the systematic bias terms should be interpreted contemporaneously. From model (1), the overall mean bias can be estimated as

$$\bar{\text{bias}} = \bar{\beta}_0 + (\bar{\beta}_d - 1)\bar{\mu}_T$$  \hspace{1cm} (3)

From equation (3), the overall bias = 0 when $\bar{\beta}_T = \bar{\beta}_0/(1 - \bar{\beta}_d)$

the overall bias is positive (overestimation of TEE) when $\bar{\beta}_T = \bar{\beta}_0/(1 - \bar{\beta}_d)$:

and the bias is negative (underestimation of TEE) when $\bar{\beta}_T = \bar{\beta}_0/(1 - \bar{\beta}_d)$.
We proposed the following method to calibrate the accelerometer for measuring AEE and BEE_{henry} as estimated with Henry’s equation. The reason for the calibration is to reduce the effect of error in accelerometer-based AEE and BEE henry. We calibrated AEE derived from the accelerometer (AEE_{accel} biased) and BEE henry using TEE from the DLW (TEE_{dlw}, unbiased) by fitting the following regression calibration model:

\[ E(0.9 \times TEE_{dlw} \mid AEE_{accel}, BEE_{henry}) = a_0 + a_1 AEE_{accel} + a_2 BEE_{henry} \]

and recalculate calibrated TEE from the accelerometer AEE and BEE_{henry} as

\[ TEE_{accel} = (\hat{a}_0 + \hat{a}_1 AEE_{accel} + \hat{a}_2 BEE_{henry}) / 0.9 \]

The loss of statistical power to detect a significant association between TEE and a health outcome due to the measurement error in TEE can be quantified with the validity coefficient [8]. The validity coefficient is a correlation coefficient between the measured and the true level of TEE, and can be expressed in terms of the measurement error model parameters as

\[ \rho_{AT} = \frac{\text{cov}(A, T)}{\sqrt{\text{var}(T) \text{var}(A)}} = \frac{\beta_A \sigma_T}{\sqrt{\beta_A^2 \sigma_T^2 + \sigma_A^2 + \sigma_T^2}} \]  

(4)

where \( \rho_{AT} \) is usually between zero and one; a value close to zero signifies a substantial loss in statistical power, meaning that the sample size required to detect a significant association will be inflated by a factor of \( 1/\rho_{AT}^2 \).

The association between TEE and a health outcome might be biased, typically toward the null value when TEE is measured with error. The bias toward the null phenomenon is referred to as attenuation [31]. The magnitude of attenuation can be quantified with the attenuation factor, \( \lambda_A \). When the relation between measured and true usual TEE is linear, \( \lambda_A \) is the regression slope of true on measured TEE and is expressed in terms of model parameters as

\[ \lambda_A = \frac{\text{cov}(A, T)}{\text{var}(A)} = \frac{\beta_A \sigma_T^2}{\beta_A^2 \sigma_T^2 + \sigma_A^2 + \sigma_T^2} \]  

(5)

where a \( \lambda_A \) value close to zero indicates severe attenuation, meaning that the estimated parameter that quantifies the association will be smaller than the true value that would be observed if TEE were measured without error. To adjust

**Descriptive Statistical Analyses and Model Fitting**

We summarized mean TEE data from the DuPLO study with a mixed model approach to handle the imbalance in the study design, because some participants did not have complete measurements. We estimated error distributions by computing within-individual differences for TEE data derived from the DLW and the accelerometer separately. We explored error distributions with histograms, kernel density plots, Bland-Altman plots, and formally with the Shapiro-Wilk test. The bias in the accelerometer-based TEE was explored with the mean plot and the Bland-Altman plot. We subsequently fitted the proposed bivariate
measurement error model using a maximum likelihood method with the Newton-Raphson optimization technique and the adaptive Gaussian quadrature with 10 quadrature points. Note that in the bivariate model, we jointly fitted the accelerometer and DLW data simultaneously. The method was implemented in SAS version 9.3 using the NLMIXED procedure.

**RESULTS**

Presented in Table 1 are summary measures for the DuPLO main study (n = 200), and the DLW validation study variables (n = 69). On average, participants in the validation study had similar characteristics (age, height, weight and BMI) as participants in the main study. Additionally, male participants in the main study had higher mean age, body weight, height and body mass index than their female counterparts.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Study</th>
<th>Overall (n = 200; n = 69)</th>
<th>Male (n = 92; n = 37)</th>
<th>Female (n = 108; n = 32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>DuPLO study</td>
<td>55.7 (10.5)</td>
<td>58.2 (9.3)</td>
<td>53.6 (11.0)</td>
</tr>
<tr>
<td></td>
<td>DLW validation</td>
<td>57.1 (9.2)</td>
<td>58.2 (8.2)</td>
<td>55.9 (10.1)</td>
</tr>
<tr>
<td>Weight, kg</td>
<td>DuPLO study</td>
<td>76.0 (14.2)</td>
<td>83.1 (12.9)</td>
<td>69.9 (12.3)</td>
</tr>
<tr>
<td></td>
<td>DLW validation</td>
<td>77.4 (13.7)</td>
<td>82.9 (13.2)</td>
<td>71.2 (11.7)</td>
</tr>
<tr>
<td>Height, m</td>
<td>DuPLO study</td>
<td>1.73 (0.08)</td>
<td>1.79 (0.06)</td>
<td>1.68 (0.06)</td>
</tr>
<tr>
<td></td>
<td>DLW validation</td>
<td>1.74 (0.08)</td>
<td>1.79 (0.06)</td>
<td>1.69 (0.07)</td>
</tr>
<tr>
<td>BMI, kg/m²</td>
<td>DuPLO study</td>
<td>25.2 (0.04)</td>
<td>25.8 (3.58)</td>
<td>24.7 (4.06)</td>
</tr>
<tr>
<td></td>
<td>DLW validation</td>
<td>25.5 (3.57)</td>
<td>25.9 (3.44)</td>
<td>25.0 (3.70)</td>
</tr>
</tbody>
</table>

*n a DuPLO main study size; n b DuPLO DLW validation study size

In Table 2, the mean and standard deviation for BEE, TEE and AEE are presented. The mean BEE estimate for male participants is greater than that for females, and the mean TEE derived from DLW is greater than the mean TEE derived from the accelerometer. For instance, the underestimation of mean TEE with the accelerometer ranges from 18% (using Freedson 2011 equation) to 20% (using Freedson 1998 equation) as compared with the DLW. Moreover, TEE and AEE derived from the accelerometer using Freedson 2011 equation (that measures body acceleration in three axes) are greater, on average, and with greater variability than those obtained using Freedson 1998 equation (that measures body acceleration in one axis).

Figure 2 displays Bland-Altman plots for TEE derived from (a) the accelerometer; (b) the DLW and from (d) both instruments, also shown is (c) the scatterplot of the mean TEE estimate from the accelerometer versus the mean estimate from the DLW. Note that in the figure, we present the accelerometer TEE data derived using Freedson 2011 equation to estimate AEE; a similar trend is shown using Freedson 1998 equation.
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Table 2. Mean (standard deviation) for BEE, and predicted mean (standard deviation) for TEE from linear mixed models. DuPLO validation study, Netherlands, 2011-2013

<table>
<thead>
<tr>
<th></th>
<th>Overall mean (SD)</th>
<th>Male mean (SD)</th>
<th>Female mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEE(^a), kcal/day (n=153)</td>
<td>1508.4 (245.9)</td>
<td>1700.1 (200.5)</td>
<td>1345.1 (140.5)</td>
</tr>
<tr>
<td>TEE(_{dlw}), kcal/day</td>
<td>2678.6 (343.2)</td>
<td>3047.6 (323.1)</td>
<td>2364.3 (360.3)</td>
</tr>
<tr>
<td>TEE(_{accel})(^b), kcal/day</td>
<td>2185.1 (192.8)</td>
<td>2423.0 (179.4)</td>
<td>1982.5 (204.2)</td>
</tr>
<tr>
<td>TEE(_{accel})(^c), kcal/day</td>
<td>2141.7 (186.9)</td>
<td>2389.5 (173.9)</td>
<td>1930.7 (179.7)</td>
</tr>
<tr>
<td>AEE(_{accel}) Freedson 2011 (^b), kcal/day</td>
<td>453.9 (124.1)</td>
<td>486.0 (115.5)</td>
<td>426.6 (131.4)</td>
</tr>
<tr>
<td>AEE(_{accel}) Freedson 1998 (^c), kcal/day</td>
<td>414.6 (114.7)</td>
<td>455.5 (106.7)</td>
<td>379.8 (121.5)</td>
</tr>
</tbody>
</table>

Abbreviation: BEE, basal energy expenditure, DLW, doubly labelled water; accel, accelerometer; AEE, activity energy expenditure; TEE, total energy expenditure;

\(^a\) BEE predicted from age, sex and weight using Henry’s equation,

\(^b\) Accelerometer-derived TEE and AEE, where AEE is calculated from accelerometer data using Freedson VM3 (2011) combination equation;

\(^c\) Accelerometer-derived TEE and AEE, where AEE is calculated from accelerometer data using Freedson Combination (1998) equation.

Fig. 2. Bland-Altman plots for total energy expenditure (TEE) measurements derived from (a) the accelerometer and (b) DLW, where within-subject differences are plotted against subject averages; also shown is the mean difference (middle dotted line) and 95% limits of agreement (extreme dotted lines); in (c), average TEE estimate from accelerometer for a subject is plotted against average TEE estimate from DLW; in (d) a subject’s difference in the average TEE estimates from accelerometer and DLW is plotted against the corresponding subject average TEE estimate from DLW; the blue dots (N = 69) refers to first replicate measurements. DuPLO study, Wageningen, Netherlands, 2011-2013.
In Figures 2 (a) and (b), the scatter plots appear to be spread randomly and do not show any discernible trend. The lack of trend in the scatter plots suggests that the magnitude of random errors in the accelerometer and the DLW do not depend on the mean level of TEE. The fitted regression line shown in Figure 2 (c) suggests that TEE for participants with large mean DLW values are underestimated more with the accelerometer than for participants with small mean DLW values. The flattened regression slope further suggests the existence of a proportional scaling bias in the accelerometer for measuring TEE. The accelerometer-based method underestimates mean TEE by 492 kcal/day (Figure 2 (d), dotted middle line).

Based on these exploratory findings, we assumed normality and additivity for the distribution of within-individual errors in the TEE measurements from both accelerometer and DLW, and assumed a systematic bias in the accelerometer. We subsequently fitted the proposed bivariate measurement error model; first, by letting the true TEE activity depend on the subject’s age, sex and BMI and, second, without conditioning on these subject characteristic variables. Note that age and BMI were standardized to improve the convergence of the model.

The parameter estimates from the measurement error model are presented in Table 3. There seems to be a constant bias in the accelerometer that is independent of an individual’s level of activity and other terms in the model, though not statistically significant. For instance, when \( T_i \) is predicted conditional on the covariates, and the accelerometer-derived AEE is calculated using Freedson 2011 equation, TEE will be estimated with a constant bias of 149 kcal/day. From this analysis, the constant bias in the accelerometer ranges from 53kcal/day to 359 kcal/day. The estimate of \( \beta_A \), the proportional scaling bias term that depends on an individual’s level of TEE, is less than one for the covariate-adjusted analyses; this means that TEE for an individual with high energy expenditure will be underestimated more with the accelerometer than that of an individual with less energy expenditure. For instance, accelerometer-derived TEE that is predicted by the Freedson 2011 equation will underestimate the regression coefficient with the true TEE by about 34% (\( \beta_A = 0.758 \)). From this analysis, the proportional scaling bias associated with the use of the accelerometer ranges from 33% (\( \beta_A=0.664 \)) to 22% (\( \beta_A=0.778 \)).

The results shown in Table 3 indicate that the accelerometer often underestimates the TEE. For instance, using the third line in Table 3, \( \hat{\beta}_A/(1 - \hat{\beta}_A) = 387 / (1-0.67) = 1173 \), which is less than the mean TEE from the DLW (see Table 2). This means that, in practice, for most individuals the TEE is underestimated when measured with an accelerometer.

Further shown in Table 3 are the person-specific bias \( \sigma_{r_A} \) and the within-person random error \( \sigma_{e_A} \) in the accelerometer measurements. From the results presented in Table 4, it is evident that the accelerometer underestimates the mean TEE. For instance, the accelerometer underestimates mean TEE by about 500 kcal/day, when a model conditional on the covariates and using the Freedson 2011 prediction equation is used, corroborating the exploratory findings presented in Table 2 and Figure 2.
Based on the validity coefficient estimates presented in Table 4, there will be a minimal loss of statistical power to detect a significant association between TEE and a health outcome, when accelerometer-derived TEE is used. For instance, to attain the required power to detect a significant association when \( \rho_{AT} \) is 0.78, the sample size of accelerometer study should be about 1.6 times as large as (i.e., \( 1/\rho_{AT}^2 = 1/0.78^2 \)) the sample size that would be required if TEE were measured exactly.

Similarly, when the fitted model is adjusted for the covariates, there will be some attenuation in the TEE-outcome associations that is associated with the use of the accelerometer. For instance, when TEE measurements based on the accelerometer with a \( \lambda_A \) value of 0.80 are used, a true relative risk of 0.6 would be observed as 0.66 (0.6^0.80). Conditioning on the covariates affects the magnitude and level of precision of parameter estimates from the measurement error model. Contrastingly, without adjusting for the covariates, \( \lambda_A \) will be overestimated by 12%, meaning that the observed association would appear stronger than the true association; this accentuates the need to adjust...
correctly for the confounding effects of the covariates in measurement error modeling. Again, the mean bias in accelerometer-derived TEE using Freedson 1998 equation is greater than the mean bias using Freedson 2011 equation.

Presented in Table 5 are the results before and after calibrating the accelerometer-derived AEE and the estimated BEE and then recalcultating TEE. The estimated calibration coefficients are:

\[ \hat{a}_0 = 19.42, \hat{a}_1 = 0.497 \text{ and } \hat{a}_2 = 1.458. \]

With the proposed calibration method, the validity coefficient estimate increased from 0.78 to 0.95 and attenuation factor from 0.80 to 0.94; the absolute bias in the mean TEE is reduced from 502 kcal/day to 6 kcal/day. Note that these calculations yield too optimistic results, as they are calculated on the same data that were used to estimate the calibration coefficients.

**Table 5.** Parameter estimates for the measurement error model, validity coefficient, and attenuation factor and mean bias estimates for accelerometer-derived TEE using Freedson VM3 (2011) combination equation, with and without calibrating the accelerometer activity data, DuPLO study, Wageningen, Netherlands, 2011-2013

<table>
<thead>
<tr>
<th>Accelerometer AEE calibrated(^a)</th>
<th>Correlation between accelerometer-based TEE and true TEE (\rho_{AT} (SE))</th>
<th>Attenuation factor (\lambda_A (SE))</th>
<th>Mean bias in accelerometer-based TEE measurements in kcal/day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not calibrated</td>
<td>0.78 (0.089)</td>
<td>0.80 (0.177)</td>
<td>-502 (96)</td>
</tr>
<tr>
<td>Calibrated</td>
<td>0.95 (0.014)</td>
<td>0.94 (0.107)</td>
<td>6 (18)</td>
</tr>
</tbody>
</table>

\(^a\) Whether a subject’s true activity is predicted by conditioning on age, sex and BMI; TEE, total energy expenditure.

**DISCUSSION**

We validated the triaxial accelerometer (GT3X) in the DuPLO study against the DLW by calculating the bias in the mean TEE, the correlation coefficient between measured and true TEE and the magnitude of attenuation in the association between physical activity as measured by TEE and a health outcome of interest. The accelerometer underestimated TEE by about 20% on average as compared with the DLW, which is within the 95% confidence interval reported in a review study by Van Remoortel et al. [11] and consistent with the findings from other similar studies [5, 1]. The magnitude of underestimation of TEE in free-living individuals when AEE is calculated using Freedson 1998 is more than the mean estimate using Freedson 2011 equation. The observed underestimation with the accelerometer relative to the DLW could be due to too simplistic prediction equations for accelerometer-derived AEE [5], and low sensitivity of the accelerometer to monitor sedentary activities, bicycling and static exercise, especially when worn at the waist [4, 32]. The DuPLO study participants bicycled regularly and failure to monitor bicycling could have resulted in more underestimation than in studies conducted in other countries. It is noted that without monitoring fidgeting alone, an individual’s daily TEE could be underestimated by up to 800 kcal/day [13]. The DuPLO study analysis revealed that accelerometer underestimated true mean TEE, especially for physically very active individuals. From the covariate-adjusted analysis, we found even lower attenuation coefficients. Previous studies showed similar findings when physical activity was assessed with questionnaires [8]. This, therefore, shows the importance of covariate-adjustment in validating PA instruments.
Presently, the study by Ferrari et al. [8] is the closest to our study. It is, however, difficult to compare our results quantitatively with those of the mentioned study, because the authors expressed physical activity in log-transformed MET hours per week as opposed to untransformed kcal/day, and they assumed PA logs as the reference measure as opposed to DLW in our study.

In our analysis, conditioning on the subject’s characteristics influences the validity measures, in line with findings from the literature [8]. Subject’s sex, age and body mass index explained part of the between-individual variability in the activity level. With higher variability in true values, the correlation between true and measured TEE increases. In Table 4, for example, the validity coefficient for the model without covariates is larger than that of the model with the covariates. This is because covariates explain part of the correlation. If the model is conditioned on the covariates, the validity coefficient represents the partial correlation coefficient between true and estimated TEE given the covariates. In epidemiologic analysis, it is common to adjust for the confounding effects of these characteristic variables, and therefore the validation coefficient conditional on confounding variables is the validation coefficient of interest.

The magnitudes of the validity coefficient and the attenuation factor estimates seemed similar, irrespective of the prediction equation used to calculate AEE from the accelerometer data. The similarity in the estimates suggests minimal contribution of activity data recorded on all three axes over the activity data recorded on one axis. This finding is in line with previous studies that showed minimal improvement when AEE was measured with a triaxial accelerometer over a uniaxial one [4], or by using one prediction equation over the other [13, 33].

This study provides an in-depth description of measurement error in the accelerometer activity data and essential components of plausible measurement error structure in validating the GT3X accelerometer model. The proposed calibration approach is intuitive and corrects for the measurement error in the accelerometer measurements and estimated BEE in the DuPLO study population. However, whether this applies to other populations needs further investigation.

This study had a few limitations. First, its external validity is limited, because DuPLO participants were of similar ethnicity, living in the same region and were all adults. Thus, generalizing the study findings to different populations might be misleading. Second, BEE was predicted with an equation, which can result in an additional error whose effect requires in-depth scrutiny. There are more reliable but expensive methods to measure BEE such as indirect calorimetry in a controlled environment. Lastly, the algorithms used here to calculate AEE from the accelerometer raw data are too simplistic and might not capture all aspects of physical activity energy expenditure as measured by the accelerometer; therefore, more sophisticated methods, such as neural networks, should be developed to estimate AEE from the triaxial accelerometer data [22].
CONCLUSION

The accelerometer underestimated mean TEE as compared with the DLW in the DuPLO study population. Given the measurement error model used in this study, there would be minimal loss in statistical power and bias in the association between TEE and a health outcome, when TEE is assessed with the GT3X accelerometer.
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