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This paper is aimed at presenting the main technical aspects of the video recorder 
developed to detect fatigue symptoms that appear while driving a car. The principle of 
operation is based on fi lming the driver’s face illuminated with light in the near-infrared 
band and detecting changes in the location of the characteristic points on the face, 
which may indicate fatigue. An off -the-shelf camera was used as an element of the 
detector, whereas another part were the illuminator and software created in-house. The 
detector’s supporting frame was designed to be made using 3D printing technology. 
The application areas of the detector include monitoring car drivers and other vehicle 
operators, e.g. rail vehicles, in the context of drowsiness and fatigue during driving.
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INTRODUCTION

Fatigue in drivers is a signifi cant issue and real 
threat to traffi  c safety. Based on the literature 
[14,16,23,27,32], driving a car in the state of fatigue 
is one of the factors signifi cantly increasing the 
risk of an accident on the road. It is estimated that 
the probability of participating in an accident of a 
tired driver may be up to eight times higher than 
a rested driver [3].

In order to increase the level of driver’s safety 
on the road, it is important to detect psychophysi-
ological symptoms indicating increasing weari-
ness, drowsiness and fatigue while driving a car 
early enough. The literature lists occulographic 
parameters and facial mimic-associated indica-
tors, which may refl ect an elevated level of fa-
tigue, as follows: the average time of eye fi xation 
[2,6,9,12,33], eye saccadic velocity [1,4-8], percent-
age of eye closure (PERCLOS) [15,17,31], eye closure 

duration (ECD), frequency of eye closure (FEC) [11], 
as well as droopy corners of the mouth [26]. How-
ever, other physiological indices of human arousal 
state in real-world driving, including drowsiness 
and fatique, are also described in the literature, 
e.g. heart and brain electrical activity, blood pres-
sure, electrodermal activity and electrical activity 
generated by muscle fi bers [18]. All of them are 
measured by various systems and devices, which 
diff er, among others, in the way of acquiring phys-
iological signals, the type of construction, the cost 
of manufacturing, as well as the ergonomics and 
the degree of comfort of the person being moni-
tored  [20-21,29-30,34]. In this paper we present 
the construction and general technical descrip-
tion of the video sensor designed to capture mov-
ing images of the driver’s face and identify fatigue 
signs using software data analysis. The detector 
itself is a non-invasive measuring device of small 

Fig. 1.  Main hardware components of the detector: (a) front view and (b) side view.

Fig. 2.  Detector (a) ready to use and (b) located in the car cabin.
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way. In order to increase the range of the USB 
cable between the server and client to tens of 
meters, the microcontroller is equipped with an 
UART-to-RS-485 data converter. The A and B lines 
of the RS-485 interface are connected to the in-
puts of MAX1487ECSA+ transceiver by Maxim In-
tegrated. By default, the transceiver is confi gured 
as the receiver. At the client’s request, the micro-
controller switches the transceiver to data transfer 
state. In this case, these are confi rmations of the 
received and executed commands. The received 
commands aff ect the states of the I2C bus lines, 
which together with the +5 V and ground lines 
are fed to the illuminator controller. The current 
status of the microcontroller is shown by three 
indicating LEDs. The controller is also equipped 
with reset and user buttons. The user button in 
the adopted software implementation is used to 
incrementally increase the brightness of the illu-
minator LEDs. The control of the illuminator LEDs 
is based on PCA9622DRT driver by NXP Semicon-
ductors, which contains 16 pulse-width modula-
tion (PWM) channels. Each of them can control the 
LED current up to 100 mA.

The server cooperates with the client via a 
converter from the RS-485 to UART standard us-
ing another MAX1487ECSA+ transceiver, and 
then from the UART to USB standard using FTDI 
FT232RL chip. The converter in the host system is 
recognized as the virtual COM port (VCP). The TxD, 
RxD, RTS, CTS, CBUS0 – CBUS2, CBUS4 and GND 
lines of the FT232RL chip are used. The TXD line 
is connected to the DI input of MAX1487ECSA+ 
transceiver, whereas the RXD signal is connected 
to its RO output. By connecting the RTS and CTS 
pins of the FT232RL chip together, the interface is 
always ready to send and receive data. The CBUS2 
and CBUS4 lines are used to control the direction 
of data transmission on the RS-485 bus. When the 
CBUS2 line is in the high state, the data fed to the 
DI input are delivered to A and B lines. The zero 

size and relatively inexpensive to build, hence it 
can be widely used to record fatigue symptoms 
in vehicle drivers. Nevertheless, the results of the 
research carried out with this sensor on a group of 
car drivers will be presented in a separate paper.

GENERAL DESIGN

The detector consists of hardware and software 
modules. The hardware module utilizes a com-
mercially available MQ013RG-E2 camera by Ximea 
(marked ‘1’ in fi g. 1) equipped with 25HB lens by 
Tamron (‘2’ in fi g. 1). The camera records images 
with a resolution of 1280 × 1024 pixels at 60 frames 
per second (fps) using a complementary metal-
oxide semiconductor (CMOS) near-infrared (NIR) 
sensor. To enable image recording in places with 
limited lighting conditions, e.g. in the car cabin, 
a face illuminator using light in the NIR band was 
designed (‘3’ in fi g. 1). Additionally, a band-pass fi l-
ter for the illuminator infrared (IR) light-emitting 
diodes (LEDs) is applied to the lens (‘4’ in fi g. 1). 
Both the camera and illuminator were mounted 
on a supporting frame that was designed as the 
Standard Template Library (STL) model and made 
using 3D printing technology (‘5’ in fi g. 1). The sup-
porting frame was mounted on a ball-joint holder 
with a suction cup to attach the detector to the car 
window, as shown in fi g. 2.

FACE ILLUMINATOR

The illuminator was implemented as a client-
server architecture shown schematically in fi g. 
3. The server was designed using AT89s8253 mi-
crocontroller by Microchip Technology, clocked at 
11.0592 MHz. The microcontroller communicates 
with the client and controls the operation of the 
illuminator LEDs. Since the microcontroller is not 
equipped with the I2C hardware, the transmitter/
receiver of the I2C bus is achieved in a software 

Fig. 3.  Schematic diagram of the illuminator structure.



26 | 2018 | Volume 24 | Issue 3 |    www.pjambp.com

Technical Note

SOFTWARE

The computer application allows for detecting 
the characteristic points on the driver’s face in vid-
eo data captured from the connected camera or 
archived on the disk. fi g. 5 shows the main panel 
of the application while detecting the characteris-
tic points on the face of a subject. The location of 
the characteristic points can be visualised in the 
form of time charts and analysed in an automated 
way or manually step by step. fi g.6 shows an ex-
ample of the time charts with the coordinates of 
the characteristic points chosen by the user for 
analysis. The results can be printed as reports and 
saved as fi les in the comma separated value (CSV) 
format for further statistical analysis. The software 
runs on the Microsoft .Net Framework 4.0 platform 
and was prepared in the C# language using the 
Visual Studio environment. Algorithms from spe-
cialized OpenCV and Luxand libraries were used 
to create the software.

Fig. 5.  Main panel of the software while detecting 
the characteristic points on the face.

state on the CBUS2 line, which is the default state, 
means blocking the transmitter and entering the 
data receiving mode. The receiver of the RS 485 
bus is controlled by the CBUS4 line. This line is 
confi gured as PWREN#, for which the default state 
is ‘1’. The enumeration procedure, after connect-
ing the converter USB connector to the computer 
socket, changes the state of the CBUS4 line to ‘0’ 
and the receiver of the RS 485 bus is ready to re-
ceive data. The CBUS0 and CBUS1 lines are con-
nected to two indicating LEDs that show the cur-
rent status, i.e. transmission or receiving mode. 
Another LED indicates a +5 V power connected to 
the converter. A photograph of the converter in 
the form of an USB dongle is shown in fi g. 4.

Fig. 4.  RS-485-to-USB converter: (a) top view and (b) 
bottom view.

Fig. 6.  Visualisation panel with the time charts chosen for analysis.
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SUMMARY

The detector is a mobile device of a compact 
size, i.e. 61 mm × 61 mm × 66 mm in dimensions, 
and as low as 112 g in weight. It can be attached 
to the windscreen of any car or simulator. It does 
not limit visibility and in no way aff ects the safety 
of the driver. The detector can be used in studies 
to assess the occulographic parameters [13,22,35] 
and facial-mimic reactions [10,19,25,28] of drivers 
in response to various road situations, including 
unexpected events threatening traffi  c safety, e.g. 
sudden pedestrian intrusion on the road. The de-
tector can be useful for assessing the behaviour 
and reaction of drivers during long-term and mo-
notonous driving, which can cause weariness and 
drowsiness, e.g. driving on a highway. Moreover, 
the detector was developed for scientifi c experi-
ments as it can not only deepen our knowledge 
about the eff ects of fatigue on drivers’ psycho-
physical state and operational effi  ciency, but 
also allow for recording symptoms of weariness, 
drowsiness and fatigue appearing in drivers at 
their early stages. Finally, it is worth noting that 
due to its design, mobility, small size and the way 
of recording signals, the detector can be used not 
only for car drivers, but also for operators of other 
vehicles, e.g. rail vehicles.

The location of the characteristic points is 
closely related to the arrangement of the eyes, 
eyebrows, nose, mouth and face oval. Their detec-
tion allows for calculating occulographic param-
eters and facial mimic-associated indicators, i.e.:
– eye opening/closing,
– PERCLOS calculated as the percentage of eye-

lid closure over the pupil in a pre-defi ned pe-
riod of time; the simplifi ed method of measur-
ing the PERCLOS value is to calculate the ratio 
of the eyes being open and closed with the 
total number of frames for the given period 
[15,17,24,31],

– ECD calculated as the number of closed eye 
frames divided by the number of eye closures 
in a pre-defi ned period of time [11,24],

– FEC calculated as the number of eye closures in 
a pre-defi ned period of time [11,24],

– distance between the centres of the eyes and 
the corners of the mouth,

– eye surface area,
– yawning frequency.
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