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Abstract: Healthcare is one of the most important topics affecting society. Emergency 

Departments (ED) play an important role in the patient treatment cycle, providing immediate 

and primary health care as well as access to services offered by hospitals. From a hospital's 

perspective, it is crucial that emergency departments are well organized in each hospital 

sector. One of the most important yet overlooked problems in the medical industry 

is emergency department congestion. 

An attempt was made  to estimate and predict, using predictive models and machine learning 

algorithm techniques, the impact of factors on the arrival time of patients at hospital 

emergency department and to verify the effectiveness of teaching the models, along with 

a comparison which one is the best in predicting the phenomena. Research materials were 
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source data from the 2018 National Hospital Ambulatory Medical Care Survey (NHAMCS) – 

Emergency Department. 

In this paper, a study was conducted to search for factors that could affect the frequent arrival 

of patients at emergency departments. A tool for predicting the expected arrival time, taking 

into account the current arduous conditions/factors in the ED, has the potential to improve 

situational awareness and contribute to mitigating problems related to congestion. It appears 

that the model can be used to enhance decision support systems by determining patient arrival 

times. 

The results obtained in the random forest regression algorithm are estimated at R2 of 86% and 

RMSE of 5.45. For research purposes, when attempting to analyze on a sample and reliable 

hospital department database, the random forest regressor method identified the most relevant 

factors such as initial vital signs. 

The results obtained allow for a broader view in the context of assessing the prevailing 

situation in the emergency department. In this case – examining the most relevant factors 

influencing patient arrival times. With the results of high effectiveness, an algorithm can be 

designed to assist emergency departments in proper monitoring of existing problems. 

Keywords: machine learning, databases, hospital system, data analysis, Emergency 

Departments 

INTRODUCTION 

Healthcare is one of the most important topics affecting society. Emergency 

departments play an important role in the patient treatment cycle, providing immediate and 

primary health care as well as access to services offered by hospitals [4,47]. Taking care 

of patients in an appropriate and timely manner, as well as making the right decisions 

regarding patient admission, is a major challenge for healthcare services [4]. From a hospital's 

perspective, it is crucial that emergency departments are well organized in each hospital 

sector. Given its key position in the organizational structure of the hospital, a poorly 

functioning Hospital Emergency Department (HED) affects accurate decision-making in the 
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hospital unit [3]. One of the most important yet overlooked problems in the medical industry 

is emergency department congestion [16,18,29]. Emergency departments in European 

countries and the US are seeing record numbers of patients presenting [47]. These are the 

most severely injured individuals or those requiring immediate care. It is often very difficult 

to immediately determine the condition of all patients present in the emergency department 

when rapid intervention is required. Actions taken under the pressure of increasing 

life-threatening risks and the number of patients waiting for help result in wrong decisions 

and sometimes delays that quickly lead to hospital overcrowding [37]. When this occurs, 

hospitals are unable to admit patients on time, or the waiting time for treatment increases 

significantly [5]. The problem of hospital overcrowding may seem easy, but is is actually very 

difficult to solve [37]. Patients who have been admitted but have to wait a long time in the 

emergency department, often with high anxiety levels, can lose trust in healthcare systems. 

If emergency departments function poorly, this threatens not only the health and safety of the 

patient, but also the public's trust in the health service [3]. Another important aspect raised 

in the effective functioning of the emergency department and efficient recording of patient 

flow is the triage. A proper triage system that categorizes patients into correct priorities 

is equally key to increasing safety and better management of emergency patients. The current 

triage system in Poland is not sufficiently effective [35,47]. It is therefore necessary 

to develop an innovative approach to solve this global problem so as to improve patient flow 

and prevent the reorganization of hospital operations [37]. The health service must provide 

care to a large number of patients, many of whom are in critical condition. Healthcare 

professionals should be able to quickly access patient information and clinical data for 

immediate decision-making [47]. However, a person's ability to multitask is very limited and 

making a diagnosis is often difficult. An effective and robust methodology would allow early 

detection of diseases and could be used by physicians as a decision aid. Therefore, disciplines 

such as statistics and computer science are essential in supporting medical research. These 

disciplines are faced with the challenge of discovering new techniques beyond the traditional 

ones [4]. An essential tool supporting physicians and ED staff is artificial intelligence [47], 
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especially machine learning (ML) [9,13,21,22,40,43,44], which utilizes various algorithms. 

The past five years have seen an increase in the number of applications of Artificial 

Intelligence (AI) and machine learning in various sectors of the economy, including 

healthcare, which has yielded many impressive advances, from autonomous driving to drug 

discovery. With the development of AI, algorithms, and machine learning technologies that 

are essential in searching for solutions to problems in the medical sector, various 

opportunities have emerged to guide future development efforts. Just a few years ago, despite 

enthusiasm among researchers, acceptance of new technologies in the medical space was both 

enthusiastic and cautious. The introduction of new technologies into a complex system in the 

medical sector often yields unpredictable results. Despite this uncertainty, it is optimistic 

to look at new technologies through the lens of existing treatment paradigms to predict how 

patient outcomes can be affected and potentially improved. The current generation of machine 

learning systems in medicine is largely aimed at limited diagnostic aids in radiology, 

cardiology and pathology. Examples of AI-based systems include Computer Tomography 

(CT) brain hemorrhage detection, systems for detecting lung nodules and coronary 

calcification, as well as echocardiography tools. Existing advanced systems tend to focus 

on problems for which a solution is readily achievable within the timeframe of the treatment 

cycle. This has led to the development of systems with varying degrees of clinical utility 

in emergency departments. It can be said that the direction of the thriving implementation 

of artificial intelligence in emergency departments is the same as in other medical and 

non-medical fields. The initiation of AI deployments will provide access to systems that are 

clinically relevant but narrowly applicable. As systems mature, some routine patient care 

tasks will be automated and decision-making in cognitive tasks will be aided by AI systems 

[31]. 

The research problem is an attempt to predict and estimate, using the development 

of predictive models and machine learning algorithm techniques, the impact of factors on the 

time of patients arrival at the hospital emergency department, and to verify the effectiveness 
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of teaching the models, along with a comparison which one is the best in predicting the 

phenomena. 

MATERIALS AND METHODS 

Source data from the 2018 National Hospital Ambulatory Medical Care Survey 

(NHAMCS) – Emergency Department, which was made publicly available on the CDC 

government website (www.cdc.gov) as an IBM SPSS data file, was used as research material. 

The NHAMCS survey is based on outpatient visits to physicians and hospital emergency 

rooms over a 12-month period and is designed to collect data on the use of outpatient care 

services. It covers all fifty U.S. states and the District of Columbia and is a nationwide sample 

of non-institutional general and short-stay hospitals, excluding federal, military and veterans 

hospitals. The original database contains a total of 20,291 records and 946 columns. The 

overall data analysis, including data preparation and the development of predictive models, 

was performed using the Jupyter and RStudio environments, which use Python and 

R languages with libraries for analysis and design of machine learning algorithms. The study 

applied machine learning and used algorithms for supervised learning to solve the set 

objective. Regression algorithms were used to develop predictive models. The data collected 

were sorted and assigned to the appropriate groups, as shown in Figure 1: 

 

Fig. 1. Excerpt of coding in the data file (own elaboration). Screenshot from own research. 
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Data Preparation 

The downloaded SPSS .sav database source file was first converted to a Microsoft 

Excel spreadsheet file. The database, an excerpt of which is shown in Figure 2, comprises 948 

columns, which were then truncated to 203 columns and 19,351 rows since the removed 

portion represented empty records. Features that are redundant and will not be relevant to the 

analysis were omitted. The spreadsheet thus reworked serves as the basis for working on the 

data for further analysis. The data preparation and analysis process for further predictive 

analysis involved loading the necessary libraries for specific functions required in further 

analysis, including analytical libraries, feature selection functions, individual types 

of predictive models, and predictive statistics of the models. In addition, the subsequent steps 

checked whether the database had actually been coded correctly. The database contained 

negative values, which according to the coding meant empty. Negative values were converted 

to empty for the sake of preserving the principle of feature transformation, and then the data 

cleaning process was carried out. This stage of data mining is very important because in the 

further modeling process, machine learning algorithms underperform or completely fail if the 

input data, through its variability, introduces unwanted distortions and noise. The arrival time 

target variable, which was encoded in military time format, was then verified. Such a format 

is impractical for analysis, so an hourly record was extracted. This format is more suitable for 

analysis, yielding more reliable and standardized results. The correctly prepared file formed 

the basis on which the target analysis was carried out. 

 

Fig. 2. Database (own elaboration). Screenshot from own research. 
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Selection of Relevant Features 

After the exploratory process, we proceeded to generate a function that would return 

the most important features in the clustering method in order to determine which of them has 

the greatest impact on multidimensional scaling. Correlations of the independent variables 

were then verified. Two methods were chosen to select the most relevant variables and the 

best data sample. The first method is correlation, i.e. calculating the significance of the effect 

between the variables x and y. The correlation results show that the data varies too much, 

which means that common features cannot be easily identified in the analyzed database. The 

second method, namely PCA, is a feature clustering technique. It is one of the so-called 

sensitivity analyses and involves demonstrating significance based on variance. The database 

was clustered into 12 divisions. Next, the cluster that provided the best results in terms of the 

variance of relationships in the clustering of these variables was calculated. The variance 

of the variables is referred to as variance. The most significant variables with the highest 

variance were selected for further analysis. Figure 3 below shows a set of the most relevant 

variables from the entire range of features in the database, which will be used in further data 

modeling analysis. 

 

Fig. 3. The most relevant values (own elaboration). Screenshot from own research. 
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Breakdown of the Data Set 

Initially, the explanatory variables, or model predictors x and y, were defined. Then, 

in order to be able to teach and test the effectiveness of generating predictors, the dataset was 

randomly divided into a training dataset and a test dataset, in which 30% of the data was taken 

to test the model. The training set consisted of the remainder of the data used to build the 

model. The following is an excerpt from the code (Figure 4) for the breakdown of the set used 

in the predictive model. 

 

Fig. 4. An excerpt from the code of the algorithm used to break down the set. Screenshot from own research. 

Training and Model Selection 

Regression models are among the most widely used, practiced and developed methods 

in the context of analyzing large data sets. The main idea of regression is the process 

of predicting and forecasting data for a particular variable in relation to other variables. 

In other words, it is the process of fitting a variable to a newly created one according 

to a previously learned pattern. Prediction is possible once a regression model has been built 

on the basis of analysis, which will predict the value of a given characteristic based on an 

assumed statistical error [36]. A description of the regression models that were used in the 

analysis is presented below: 

Linear regression – a basic type of regression in statistical analysis. It assumes a linear 

relationship between the explained variable and the explanatory variable, similar 

to correlation. It is assumed that an increase in one variable causes an increase or decrease 

in the other. The regression function in this case is linear [34]. 

Ridge regression – another approach to estimate the coefficients of models with highly 

correlated independent variables. It was developed to address the issue of imprecise least 

squares estimators in linear regression models where the independent variables are highly 

correlated with other independent variables. Therefore, as a solution, a ridge regression 
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estimator was created to provide a more accurate estimation of the ridge parameters. Variance 

and mean squared estimators are often smaller than the previously obtained least squares 

estimators [46]. 

Decision tree – builds regression or classification models in the form of a tree structure. 

It breaks the dataset into smaller and smaller subsets, while incrementally expanding the 

associated decision tree. The end result is a tree with decision nodes and leaf nodes. 

A decision node has two or more branches, each representing values for the attribute under 

study. A leaf node represents a decision for a numerical target. The highest decision node 

in the tree, which corresponds to the best predictor, is called the root node. Decision trees can 

handle both categorical and numerical data [48]. 

Random forest regression – each decision tree has a high variance. However, if each of these 

trees is combined together in parallel, then the resulting variance is low because each decision 

tree is perfectly trained on that particular sample of data and therefore the result does not 

depend on one decision tree, but on many. For a classification problem, the final result 

is obtained by using a classifier with majority voting. In the case of a regression problem, the 

final result is the average of all results. Random forest is an ensemble technique capable 

of performing both regression and classification tasks using multiple decision trees and 

a technique called bootstrap and aggregation, commonly known as bagging 

or containerization. The basic idea behind this technique is to combine multiple decision trees 

to determine the final outcome, instead of relying on individual decision trees. A random 

forest has multiple decision trees as underlying learning models. Random sampling of rows 

and features from the dataset is performed, creating sample datasets for each model [49]. 

Gradient enhancement – enhancement algorithms are among the most common and widely 

used algorithms. They are considered one of the most powerful predictive modeling 

techniques. The basic principle of boosting, like other clustering algorithms, is to combine 

several weak "students" into a single, stronger one. It involves using basic machine learning 

models, sequentially one after the other, that fail to adequately predict outcomes. Each 
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subsequent model attempts to correct the errors of its predecessor. Eventually, the models are 

combined to build one strong model [23]. 

Research scenarios 

In order to extend the analysis regarding the prediction of visits or emergency arrivals 

to hospital emergency departments, calendar variables such as time of day, day of the week, 

month or holidays and other special events, as well as mass events, can be used as predictors. 

In addition, variables from the environment, such as weather conditions or seasons, can 

be used. It can be speculated that weather conditions such as high winds, thunderstorms, 

tornadoes, floods and the day after rainfall may affect the ED arrival rate. An increase in the 

number of patients in emergency departments can also be seen on a certain day of the week 

or a certain time of the year. Using weekday trends and weather forecasts, emergency 

departments would be able to anticipate the number of patients and adjust their staff and 

resources accordingly. In article [6], patterns of emergency care use during different seasons 

was analyzed and the percentage of days with each weather factor and the percentage of visits 

were compared. The data indicated that the season has a strong influence on the use 

of medical care services in EDs, as it affects the incidence of illness and injury. In contrast, 

extremely cold and stormy conditions significantly reduced emergency department use, but 

an estimated 80–95% of expected visits occur on days with poor weather conditions [10]. 

RESULTS AND DISCUSSION 

In this study, the predictions were based on ML models whose performance 

is equivalent or better than that of other studies. A study was conducted to search for factors 

that could influence the frequent arrival of patients to emergency departments. A tool for 

predicting the expected arrival time, taking into account the current arduous conditions/factors 

in the ED, has the potential to improve situational awareness and contribute to mitigating 

problems related to congestion. The model can be used to enhance decision support systems 

by determining patient arrival time. 
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The presented approach can be used as a tool to support the process of medical staff 

scheduling in order to effectively manage a hospital department. The proposed model can be 

used as an objective tool for the hospital to allocate and activate resources, e.g. preparing 

additional beds, calling in nurses. 

Results of Quantitative and Qualitative Analysis 

Based on the summary results of the predictive accuracy indicators presented in Table 

1, it is possible to infer which model is best suited for determining predictions for the 

analyzed data set and whether it is possible to estimate by how much the model will be wrong 

in the next observation. The dependent variable is the arrival time, in hours. In contrast, the 

root means squared error of the forecast (RMSE) is given in the same unit as the target. 

Tab. 1. Performance indicators of models. Own research. 

Method R2 RMSE [h] 

Linear regression 0.01517 5.53 

Ridge regression 0.01328 5.49 

Decision tree regression 1.0 5.49 

Random forest regression 0.85838 5.45 

Gradient boosting Regression 0.15707 5.45 

The above results of the model accuracy assessment (Tab.1) show that the best model 

for predicting phenomena is the random forest regression model. This is mainly indicated by 

the coefficient of determination R2, the optimal score for which, according to the literature 

review, is estimated to be between 0 and 1, while the higher the score, the more accurate the 

model is and the smaller the difference between the estimated and actual value. The random 

forest regression model score was estimated to be 86% and the RMSE statistical error was 

5.45. The results of the RMSE coefficient were selected using the GridSearchCV function, 

which, through a grid search method, compares all combinations of parameters and returns 

those with the best fit to the model. Optimizing models by tuning them with hyperparameters 
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is one of the most important steps in machine learning. It improves model performance by 

finding optimal values for hyperparameters. The GridSearchCV function used is a technique 

for finding the best parameter values from a given set of parameter grids [2,32]. Basically, 

it is a k-fold cross-validation method where the given dataset is split into k consecutive folds. 

The set is still divided into training and testing. Each iteration keeps one partition for testing 

and the remaining k-1 partitions for training the model. This is repeated until each iteration 

has been used for testing. At each iteration, the function records the performance of the model, 

and finally provides an average of all the performances. This is also a time-consuming 

process. It is a technique for improving and enhancing model performance. The lower the 

score obtained, the better the model is. Figure 5 presents the result of the algorithm. The 

random forest regression model predicted the most relevant factors affecting the predicted 

target variable, such as initial vital signs-temperature and time to first medical contact. 

 

Fig. 5. A selection of the most significant factors affecting the arrival time of patients to the emergency 

department (own elaboration). Screenshot from own research. 

Applications 

The purpose of this study was to predict and estimate the impact of different factors on 

the arrival time at HEM through the use of predictive models and machine learning algorithm 

techniques. The work also had a subordinate purpose of analyzing medical data using 

machine learning algorithms to optimize the future management process in hospital 

emergency departments. The reference point for the analysis is the presentation of theoretical 

issues regarding the current organization of an ED, which are the cause of the malfunctioning 
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of this department and the growth of management problems, i.e. the increase in patient 

congestion in the hospital departments and the lack of an organized patient flow, as well 

as the mishandling of operations from an organizational perspective. With an understanding 

of the current disorganization of the departments, possible solutions to this problem are also 

described, citing those already in use [5,8]. Tools used in the field of Artificial Intelligence 

and Machine Learning are an indispensable support in the search for solutions to problems 

in the medical sector. Therefore, in this paper, a study was conducted, using a reliable 

database, to look for factors that can influence the frequent arrival of patients to emergency 

departments. A tool for predicting relevant factors affecting the arrival time would have the 

potential to improve situational awareness and contribute to counteracting crowding problems. 

In order to search for the best model, a comparative analysis of five Machine Learning (ML) 

algorithms (linear regression, ridge regression, decision tree regression, random forest 

regression, gradient enhancement) that differ in their training mechanism was conducted. 

As a result of the analyses, the random forest regression model was found to be the 

best-fitting model for predicting significant factors affecting patient arrival time with the best 

coefficient of determination score of 86% and the lowest RMSE error rate of 5.45. It was 

noted that only one model was the best in terms of predictive performance, training time and 

interpretability. The random forest method identified the most significant variables such as 

initial vital signs-temperature and then time to first medical contact. These variables appear to 

be of little importance to the problem posed when determining the impact of individual 

factors on arrival times, while they performed well in training the model, as confirmed by the 

results of the predictive statistics obtained. The other models did not prove their effectiveness. 

Due to an overly diverse database in terms of divergence and randomness of individual 

patient values, and the lack of additional variables such as weather conditions, which could 

highlight new patterns unattainable by the tested model, it is hard to pinpoint the time series 

in which one might expect a higher intensity of ED visits. In summary, the results indicate 

that ML algorithms can accurately predict the impact of factors on patient arrival times to 

HEDs. The analysis of the selection of relevant features by applying ML algorithms for 
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patient arrival time not only fulfilled one of the research objectives but was also used 

in further analysis – Machine Learning. The results estimated by the algorithms indicate 

a correctly selected predictive modeling technique, which worked well with the variables 

contained in the database. The solution used in the paper was presented as an example of the 

use of ML techniques aimed at using the solution in emergency departments. The ML 

approach presented herein can serve as a tool to assist in building medical staff schedules and 

can be integrated, for example, into a human resources system to effectively manage and 

mitigate the utilization of hospital emergency department resources. ML models can also 

be applied to, for example, symptom-targeted data, enabling earlier interventions using 

advanced diagnostics and tailoring better and cost-effective personalized therapies. The 

proposed model can be used as an objective tool for the hospital to allocate and activate 

resources, e.g. calling in nurses and doctors, preparing additional beds for patients, and 

consulting with admitting physicians about alternative treatments in other hospital units. 

In practice, the forecasting model can be put into everyday clinical use by augmenting 

existing decision support systems that track patients in the ED or by adding an estimate of the 

number of patients expected to arrive within a certain time frame. 

Measures to improve the efficient management of HEDs play an important role 

in improving the quality of health care. Of particular importance is the knowledge of what 

solutions can be introduced, and what solutions applied in other countries, for example, have 

proved successful. The phenomenon of overcrowding in emergency departments, which 

is common both in Poland and worldwide, has led to a desire to solve this problem. The 

research work sought a pattern through the use of Machine Learning techniques. 

Arrival time to the HED 

Arrival time is of great importance to healthcare [8,42,50,51]. Patient flow through 

emergency departments (ED), overcrowding and long waiting times are acknowledged 

as increasing worldwide issues in healthcare [11,52]. Overcrowding in emergency 

departments is a serious problem in many countries. Accurate ED patient arrival forecasts can 

serve as a management baseline to better allocate ED personnel and medical resources. Zhang 



 15 

et al. [45] presented two methods of features for forecasting patient arrivals. Their results 

showed that for hourly forecasting of patient arrivals, each machine learning model performs 

better than the traditional Auto Regressive Integrated Moving Average (ARIMA) model. 

Accurate information about arrival times, the number of patients that can reach the hospital, 

can be used as a basis for management to better allocate staff, adapt rooms or free up beds 

[1,12,20]. Patient arrivals are determined by many variables and are extremely unpredictable. 

However, research shows that machine learning algorithms can significantly improve time 

prediction performance [19,25,28,38] and a number of proposed solutions is growing 

[7,14,24,26,41].  

The arrival time issue is also analyzed in relation to patients with acute ischemic stroke. 

There is a great need to find a way to reduce the time to get to the hospital and to predict when 

patients will arrive [17]. The arrival time or the mentioned weather conditions, for example, 

are considered to be deeply related to the issue of patient forecasting for proactive bed 

management [20]. In 2022, Huang et al. [15] presented analyzes of clinical and 

sociodemographic factors in relation to arrival time on Kinmen Island. This study investigated 

factors associated with delayed emergency treatment of patients with Acute Myocardial 

Infarction (AMI) on Kinmen Island and offered suggestions for developing interventions to 

reduce the time from symptom onset to receipt of appropriate medical care [27,30]. 

The causes of overcrowding are important for many reasons and have implications for 

patient arrival times or patient handling times by medical staff [33,39,42]. It is worth noting 

that changes in meteorological factors beyond a certain range can cause thermal imbalances in 

the body, which can promote the development of many diseases [53], also affecting both the 

arrival time and the number of patients in hospitals. 

CONCLUSION 

The research objective was achieved through the use of an accurate random forest 

regression algorithm, as confirmed by the obtained metrics of R2 accuracy of 86% and RMSE 

of 5.45. For research purposes, when attempting to analyze on a sample and reliable hospital 
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ward database, the random forest regressor method identified the most relevant factors such as 

initial vital signs – temperature and then the time of waiting for the first contact with 

a physician. To improve forward-looking analysis for predicting visits or emergency arrivals 

to hospital emergency departments, calendar data such as hour, day of the week or month, can 

be used as predictors. Also, other special events or atmospheric variables, such as weather 

conditions or season, can be taken into account. 

The presented approach can be used as a tool supporting the process of building 

a work schedule for medical staff in order to effectively manage a hospital ward. The 

proposed model can be used as an objective tool for the hospital to allocate and activate 

resources, e.g. opening additional beds, and calling nurses. Our research is basic, giving some 

insight into the situations that it is advisable to continue. 
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